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How AI impact engineering

AlphaGo (2016)

Message: 
“AI will win every well defined 

optimization game”

Limitation: 
“In most cases, engineering problems 

cannot be mathematically defined, 
relying on human knowledge”

ChatGPT (2022)

Message: 
“Every human knowledge 

can be pre-trained”

What Knowledge?



Pre-trained semiconductor knowledge

Verbal knowledge on semiconductor 
is already pre-trained by chatGPT

Can we train non-verbal knowledge?

Such as device physics



Compact model

Compact
Modeling

Circuit Simulation

PMOS NMOS



BSIM equations for planar MOSFET (threshold voltage model)

Too complex to model modern devices

✓ It takes time to develop model and extract parameters
✓ Only experts can do that.

✓ It is extremely hard to edit industry compatible model
✓ People rely more on data, rather than physics. (binning model)



Neural compact modeling

ANN 
(Artificial Neural Network)

TCAD/measured data Data fitting

✓ANN, instead of equation sets, to model the behavior of the device.
✓Train ANN with the data you measured or simulated.



Simple regression model

L. Zhang & M. Chan “Artificial neural network design for 
compact modeling of generic transistors” 2017



Simple regression model (limitation)

Inaccuracy when data not provided

L. Zhang & M. Chan “Artificial neural network design for 
compact modeling of generic transistors” 2017

Data we need Data we measure



Neural compact modeling with limited measured data

1. Physics embedded in NN architecture

Data we need Data we measure

Not enough IV measurement, and even less 
CV measurement for transient simulation

Interpolation/extrapolation is not enough, 
because we need additional information to 
infer empty region.

Solution to tackle data scarcity

✓ Edit NN architecture to incorporate 
physics in the model

✓ Most of the prior works use this 
method

2. Using pre-trained physics

✓ Learn physics from larger dataset, 
which shares same physics with 
target device



Physics embedded NN architecture

"Physics-augmented Neural Compact Model for Emerging Device Technologies", Samsung, 2020
"Deep-Learning-Assisted Physics-Driven MOSFET Current-Voltage Modeling", UCB, EDL, 2022

Design complex NN architecture Mixing BSIMCMG with NN



Limitation of physics embedded NN architecture

✓Physical aspects of the model can be blurred by statistical learning 
of the NN architecture.

✓ It is very hard to design architecture every time, esp. input/output 
dimension of the model increases.



Using Pre-trained Physics

𝐼 = 𝜇0
𝑊

𝐿
𝑉𝑔𝑠 − 𝑉𝑡ℎ ∙ 𝑉𝑑𝑠

𝐼 = 0.003
𝑊

𝐿
𝑉𝑔𝑠 − 0.25 ∙ 𝑉𝑑𝑠

Data

Model

Prior Knowledge

Can we learn this?



Meta Learning for Scientific Function (MAML)

✓ Learning sine function with different amplitude, frequency, phase.
✓Once we learn sine function, we can complete sine function with 

a few measure points, which has not enough information.

"Model-Agnostic Meta-Learning for Fast Adaptation of Deep Networks", 
UCB, ICML, 2017



Meta Learning for Scientific Function (LEO)

"Meta-Learning with Latent Embedding Optimization", Deepmind, ICLR, 2019

✓Sine, Polynomial, probabilistic distribution, better accuracy.



Meta Learning for Scientific Function (Hamiltonian)

✓Hamiltonian function (e.g. pendulum movement)

"Identifying Physical Law of Hamiltonian Systems via Meta-Learning", SNU, ICLR, 2021



Learning device physics from previous technology

Tech B

Tech CTech D

Tech A TCAD

Learn to learn tasks w/ other technology data and/or TCAD data Quickly learn tech A 



"A Novel Methodology for Neural Compact Modeling Based on Knowledge Transfer", Alsemy, SISPAD, 2022
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✓Assume we have abundant data in 45nm tech node.
✓With typical measure conditions, making 23nm model.

Learning device physics – problem setup



"A Novel Methodology for Neural Compact Modeling Based on Knowledge Transfer", Alsemy, SISPAD, 2022

Learning device physics – Model Architecture



"A Novel Methodology for Neural Compact Modeling Based on Knowledge Transfer", Alsemy, SISPAD, 2022

Random 
Initialization

Transfer 
Learning 

Meta 
Learning 

Pretraining 
Time 

N/A 646 sec. 17 hours

Adaptation 
Time 

(per W/L/T)

538 sec. 186 sec. 1 sec.

Relative 
Linear Error 

(%)

22.9 4.3 2.3

Relative Log 
Error (%)

1.56 0.40 0.11

[Computational Costs and Test Errors]
▪ The meta-trained ANN shows the lowest

average relative linear and log errors, 
with the shortest adaptation time. 

[Prediction Accuracy of Electrical Parameters]
▪ The meta-trained ANN predicts various 

electrical parameters for any W/L/T of the 
target device in a stable and accurate way.

Learning device physics – Model performance



Evaluating Data (Unseen)

Model

Available Data (Seen)

Random 

Initialization

Meta 

learning

"A Novel Methodology for Neural Compact Modeling Based on Knowledge Transfer", Alsemy, SISPAD, 2022

Learning device physics – Accuracy, smoothness



Foundation model

✓We observed that the physical aspects of the devices can be pre-trained.

✓But we need to increase the capacity of the model for practical use case. 
(multi input for design/process parameters, CV characteristics, etc.)

✓Once we learn the physics, we want to re-use it in other application.      
(nominal model generation, re-shaping, causal inferences)

✓Transformer architecture enables it.

✓Self attention on numerical relation, instead of word relation in sentence.



How it works (foundation model)

SPICE generated high volume 

synthetic dataset with various 

technology node and process/design 

parameter variation.

Transformer architecture 

modified to process continuous 

scientific functions

Large Data
Tasks

Generate compact model 

based on partial 

measurement

Foundation Model

Re-target model function 

based on point target (e.g. 

Idsat, Idlin, Vth)

Generate variation model for 

corner model or Monte Carlo 

simulation



Model generation with scarce data

W=0.15um,

L=1.0um

W=0.9um,

L=0.13um

Cgg Cdd Cbs

✓We showed Cgg/Cgc curve @ 10um/10um, and 10um/0.04um
✓ It infers every capacitance values in function domain.



Model re-targeting

Adjust function with target points



Variation model

If we can manipulate function, we 
can make variation model for fixed 
corner or Monte Carlo simulation



Status & Plan

✓We will integrate foundation model in our modeling solution, Alsis within 2024.

✓Compared to equation model, modeling become easy and fast, 100% accuracy for 
measured data point, learned physics based inference when data is scarce.

✓ Interfacing 3rd party SPICE simulator through Verilog-A interface, fast and robust 
simulation through patented computation algorithm.

✓Applicable to CMOS or other physics sharing devices.

✓We are working on power devices, TFT, memristors. 
     (It’s a little bit tricky if model has internal states)



How AI impact engineering

AlphaGo (2016)

Message: 
“AI will win every well defined 

optimization game”

Limitation: 
“In most cases, engineering problems 

cannot be mathematically defined, 
relying on human knowledge”

ChatGPT (2022)

Message: 
“Every human knowledge 

can be pre-trained”

Device physics can be pre-
trained, maybe there are many 

other opportunities
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